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UMC on Linux vs. SGI 
 
machines in Japan:  
 
 - Heyday: SGI Challenge  
 10 250 MHZ IP19 Processors 
 CPU: MIPS R4400 Processor Chip Revision: 6.0 
 FPU: MIPS R4010 Floating Point Chip Revision: 0.0 
 Main memory size: 512 Mbytes, 2-way interleaved 
 
 - Hestia: SGI O2 (sgi2100) 
 4 250 MHZ IP27 Processors 
 CPU: MIPS R10000 Processor Chip Revision: 3.4 
 FPU: MIPS R10010 Floating Point Chip Revision: 0.0 
 Main memory size: 512 Mbytes 
 
 - Kgrare03: Linux machine 
     model name      : Pentium III (Katmai) 
     cpu MHz         : 501.143455 
     cache size      : 512 KB 
     MemTotal:    387476 kB 
     SwapTotal:   530104 kB 
 
 * UMC Performance summary: 
   All run used an identical parameter file. 
 
 
 host     binary(*1)              time          result(NSKM)**2 
    hour:min:sec 
 -------------------------------------------------------- 
 Heyday    o32(heyday)          10:25:24              37 
 Heyday    o32(hesita)       not available            - 
 -------------------------------------------------------- 
 Hestia    o32(heyday)           3:38:30              37 
 Hesita    o32(hestia)           3:47:21              58 
 Hestia    n32(hestia)           2:43:23              52 
 ------------------------------------------------------- 
 Kgrare03  ELF(kgrare01)         2:21:41              34 
 ------------------------------------------------------- 
  *1:   Each binary was compiled on the host in the parenthesis. 
       SGI machines have two compiler-modes : o32 and n32.  
  *2:  Number of the events which pass the '98-3trigger conditions 
       from generating the 100000 radiative kmu3 event. 
===  
 
 His test shows that:  
  - The Linux performance is better than SGI's, 
  - There exists a discrepancy on the UMC results  
     among the jobs in different computers.  
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UMC PV  
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Inefficiency plots from S. Kabe 
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Collaboration Meeting Minutes 
 
  E949 Collaboration Meeting 7/16/00 
  BNL Physics 2-160 
 
09:00-09:10 Welcome/Overview   (S. Kettell) 
 FY01 president's budget looks good for E949 capital, and has 
 been interpreted by BNL to allow 10 weeks of running. Most 
 LESB3 work should be OK. Upgraded separator should be tested in  
 September. If we want to run at higher instantaneous rates we  
 need some new target cooling design effort. Our nominal running 
 condition of 65 Tp, with a 4.1 second spill at 730 MeV/c would 
 give about 1.5 MHz of stopped kaons. 
 
09:15-10:00 RSSC     (T. Numao) 
 Three chambers from the experiment and one from PU that were dead have 
been repaired at TRIUMF. There are 3-6 more "suspect" chambers in the 
experiment. Four of these have been removed to ship to TRIUMF (estimate 
4 weeks + 2-3 weeks shipping to repair); this could be the critical 
path item for detector closing. They believe that they have reproduced 
the RSSC z-problems as seen in the data and have found a "fix". This  
fix requires new amplifiers and discriminators (perhaps dual level) 
after the current RSSC cables and before the PU electronics. This fix 
is not critical path (until we want RSSC data) and should cost ~$50k. 
Some more details about chamber cross-talk will be investigated. 
 
10:05-10:20 RS 2-5 Update    (J. Frank) 
20 modules of 4 counters received (as of 7/11/00). Ten wrapped, 4  
tested, 1 installed so far. About x2 more light than old counters. 
Ahead of revised schedule for closing on ~9/7/00. 
Studies of PMT's: good anti-correlation with npe/counter, bad  
correlation of QE with npe. Jim would like suggestions on understanding 
this! Measured light loss over time is 6%/year. Measured L6 thicknesses 
agree with Milind's piscat measurements. 
 
10:35-10:50 T-counter update   (J. Frank) 
New counters 7mm instead of 6mm and wider to fill gaps between sectors. 
BC404 (24cm) with BCF99-29AA double-clad 1mm fibers 4.8m long. New 115M 
PMT's (similar to current ones) Sixteen fibers per counter, 32-34  
pe/mip, 600ps timing resolution, with 99.6-7% efficiency based on 6  
counters tested. 60 PMT's and 27 counters ready; shipping in July. 
 
10:55-11:15 RS Monitor System   (T. Nomura, A. Kozhevnikov) 
Sasha reported on the first "pre"production 175 fiber bundle and the 
RS mounting scheme. 
 
11:20-11:40 Detector Schedule   (K. Li) 
Kelvin was almost able to show his transparency from the last meeting. 
Closing slipped from 9/1/00 to 9/15/00. Cabling is lengthened from 2 to 
3 months due to RS monitor. Cosmics have therefore slipped from 1/1/01 
to 2/15/01. 
 
11:45-12:10 Beam Instrumentation    (P. Kitching) 
 
12:15-12:30 Other PV     (S. Kettell) 
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Nothing new to report on BVL. Collar studies are progressing slowly - 
hope to design/build a new collar with x2 Pb and install before FY02 
run (maybe fiber read out??) Downstream PV is at BNL, will mount on 
tombstone and add 7.3 Lrad along downstream beam line. Not on critical 
path - install after Dec. 
 
13:30-13:45 UTC     (T. Numao) 
All preamps and cathode postamps shipped to TRIUMF. Anode preamps will 
get new resistors. Cathode preamps and postamps will be changed to  
remove positive overshoot. Ready for systems tests on UTC at BNL in 
October. Final installation/tests in magnet. 
 
14:05-14:40 Trigger     (M. Nomachi) 
Prototype of new trigger board timing tests at BNL show 8ns too long: 
save ~6ns on ECL/TTL shift and another ~5-6ns by moving from Altera 
FLEX chip to MAX chip. 
Meantimer has 1.1ns (down from 3.4ns) resolution. Too much delay for 
L19 veto. Need to either build L19 logic out of ECL (fast logic, like 
10E) or develop a discriminator into the Altera board (may have long 
development time). This could become a critical path item if we want to 
use it in FY00. 
 
    new triggers (1g,3g,pgg,ke4,km22...) (L.Littenberg) 
Laurie argued in favor of pgg at m_gg~0. This could come from 1gamma 
trigger if we can get x20-40 more trigger rejection. 
 
  calibration triggers   (S. Kettell) 
We do not have a km22 trigger: we need one. It is critical for RS  
energy calibration. We need to design one with BVL in place (perhaps 
high BVL threshold and a  L0-zfrf). Will be further complicated with 
L19 L0 veto. We must modify our km21 trigger. It will now require L19 
and since L19 is only 1cm, will be susceptible to cracks between 
counters. Perhaps go to (18_CT + 19_CT). We will also have the 
complication from the L19 veto at L0. We will add 3 new RS monitor 
triggers to the BD board (RS gain, TD check, and reference PMT). We do 
not yet know the rate or timing of RS gain monitoring triggers. 
 We will add one CCD pedestal correction trigger (out of spill) to 
BD board. We should consider adding minimum-bias to smx. 
We should try to invent a L2 trigger: want to be able to measure  
T-counter (and IC) inefficiency and to get unbiased UMC stopping  
distribution. 
 
14:45-15:30 DAQ     (G. Redlinger) 
DAQ software is in CVS. TD's and SSP's have come up OK. Pulser trigger 
is not currently working (discussion with Peter). Adding new crates for 
trigger and voltage monitor, which requires new additions to alarm 
system. Also need new RS TDC cables, beam cables from cave, splitters, 
RS monitor control/trigger. If you need any infrastructure in counting 
house contact George soon. 
CCD-pedestal from Renee in Sep. Porting of TDDAC, sspcheck, sspar to 
SFI completed by George. He is working on reading data from disk into 
DAQ. Investigating PostgreSQL to replace DAQLOG  
(see http://bnlku28.phy.bnl.gov/daqlog/daqlog.php3). Maybe PAW is also 
useful. 
 
    RS TDC    (E. Ramberg) 
Paul measured 200kHz in RS at KB=0.75 MHz. Expect double this in E949? 
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Want leading and trailing edge for electron "energy". Propose 3 CAMAC 
crates of LRS3377's (10/crate) with DYC controller in CAMAC crate and 
DDD controller in VME crate. Data is read into VME memory and then 
PowerPC. Need mod to MPI to 120 usec; may have problem with half-full 
at 8kbyte/crate. At 200kHz and 12 usec readout is 1msec, so at double  
the rate this could be a problem; may need 3 VME memories. Tests at 
FNAL now and BNL in Oct. 
 
    Monitoring systems   (G. Redlinger) 
Voltage monitor system has a critical role in maintaining our running 
efficiency. Currently work is focusing on crate voltages and Cable 
Segment voltages. Should have hardware in place by the end of August 
and software developed over the next several months. 
 
15:45-15:50 Monte Carlo    (T. Komatsubara) 
 
A summary of the discussions in the E949 UMC meeting (July 14, BNL) is 
reported.  UMC-Primer package is prepared for beginners. The project on 
UMC on Linux is in progress; we start testing a working version by 
Marize with KOFIA on Linux.  
Barrel Veto Liner routines are developed and tested by Seiji,  
and they will be move to UMC-v6.  
The next version of UMC will be released in a few months, for the 
trigger studies including BNL. And the E949 UMC updates will be managed 
by CVS.  
 
16:00  next meeting/other business 
probably next January-February as we get ready for cosmic ray running. 
No firm decision as to date. 
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Cast of characters 
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